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An analysis is presented of the generation of secondary steady state fluid flows between two unidirectionally rotating cylinders.

1. Let a homogeneous fluid be contained in the space between two coaxial rotating cylinders. We introduce a system of cylindrical coordinates ( $r, \theta$, $x$ ) with its $x$-axis coinciding with the common axis of the two cylinders. We shall attempt to find such steady state axisymmetric flows, the motion of which is independent of angle $\theta$ and time. We select the angular velocity $\omega_{1}$ and the radius of the inner cylinder $r_{1}$ as the characteristic dimensions. With this, the dimensionless angular velocity and the radius of the inner cylinder will be equal to unity. We denote the dimensionless angular velocity and the radius of the outer cylinder by $w$ and $a$, respectively. The problem thus stated has the known solution [1]

$$
\begin{equation*}
v_{r}=v_{x}=0, \quad v_{\theta}=u(r)=-\alpha r\left(1+\frac{\beta}{r^{2}}\right), \quad \alpha=\frac{1-a^{2} \omega}{a^{2}-1}, \quad \beta=\frac{a^{2}(1-\omega)}{a^{2} \omega-1} \tag{1.1}
\end{equation*}
$$

Here, $v_{r}, v_{x}, v_{\theta}$ are velocity components.
The flow conforming to solutior (1.1) is called the Couette flow. The existence of steady state axisymmetric flows, differing from that defined by (1.1), was proved experimentally ky Taylor [2 and 3]. In order to find such flows we shall introduce the stream function , and express $v_{\theta}$ by Formulas

$$
\begin{equation*}
v_{r}=-\frac{1}{R r} \frac{\partial}{\partial x}\left(r^{2} \psi\right), \quad v_{x}=\frac{1}{R r} \frac{\partial}{\partial r}\left(r^{2} \psi\right), \quad v_{\theta}=v+r v, \quad R=\frac{\omega_{1} r_{1}^{2}}{v} \tag{1.2}
\end{equation*}
$$

where $A$ is the Reynolds number. The unknown functions $\psi$ and $v$ are defined by the following system of equations:

$$
\begin{gather*}
\Lambda \frac{1}{r^{8}} \Lambda \psi=\lambda \alpha u r^{2} \frac{\partial v}{\partial x}+\left\{r^{2} \frac{\partial\left(r^{-8} \Lambda \psi, r^{2} \psi\right)}{\partial(x, r)}+2 r^{3} v \frac{\partial v}{\partial x}\right\} \\
\Lambda v=r^{3} \frac{\partial \psi}{\partial x}+\frac{\partial\left(r^{2} v, r^{2} \psi\right)}{\partial(x, r)}  \tag{1.3}\\
\lambda=4 R^{2}, \quad \Lambda \equiv \frac{\partial}{\partial r} r^{8} \frac{\partial}{\partial r}+r^{3} \frac{\partial^{2}}{\partial x^{2}}, \quad \frac{\partial(\psi, \varphi)}{\partial(x, r)} \equiv \frac{\partial \psi}{\partial x} \frac{\partial \varphi}{\partial r}-\frac{\partial \psi}{\partial r} \frac{\partial \varphi}{\partial x} \\
v=\psi=\partial \psi / \partial r=0 \quad \text { for } r=1, a
\end{gather*}
$$

trivial solution of problem (1.3) yields the couette flow. It is well known that system (1.3) has, for sufficiently small values of $A$ a unique solution, namely $v=\psi=0$.

Together with (1.3) we shall consider a system of linearilzed equations of steady axisymmetric flows

$$
\begin{equation*}
\Lambda \frac{1}{r^{3}} \Lambda \psi=\lambda \alpha u r^{2} \frac{\partial v}{\partial x}, \quad \Lambda v=r^{3} \frac{\partial \psi}{\partial x}, \quad v=\psi=\frac{\partial \psi}{\partial r}=0 \quad \text { sor } \quad r=1, a \tag{1.4}
\end{equation*}
$$

2. We shall define certain functional domains.

Let $H_{0}(k)$ be a multiplicity of functions $\psi$ defined in the band $\Omega=(1 \leqslant r \leqslant a,-\infty<x<\infty)$, having continuous second derivatives in $\Omega$, odd periodic of period $2 \pi k^{-1}$ with respect to $x$ and vanishing in the neighborhood of the boundary $\partial \cap$ (for $r=1, a$ ).

We shall denote by $H(\hbar)$ the Hilbertian space obtained by supplementing $H_{0}(k)$ in the norm generated by scalar multiplication

$$
\begin{align*}
(\psi, \varphi)_{H}= & \int_{-\pi / k i}^{\pi / k} \int_{r^{3}}^{a} \frac{1}{r^{3}} \Lambda \psi \Lambda \varphi d x d r=\int_{:}\left(\frac{1}{r^{8}} \frac{\partial}{\partial r} r^{3} \frac{\partial \psi}{\partial r} \frac{\partial}{\partial r} r^{3} \frac{\partial \varphi}{\partial r}+\right. \\
& \left.+2 r^{3} \frac{\partial^{2} \psi}{\partial x \partial r} \frac{\partial^{2} \varphi}{\partial x \partial r}+r^{3} \frac{\partial^{2} \psi}{\partial x^{2}} \frac{\partial^{2} \varphi}{\partial x^{2}}\right) d x d r \tag{2.1}
\end{align*}
$$

Similarly, let $H_{0}(k)$ be a multiplicity of functions $v$ defined in $\Omega$ having continuous first derivatives in $n$, even, periodic of period $2 \pi^{-1}$ with respect to $x$, and vanishing in the neighborhood of $\partial \Omega$.

We denote by $M(k)$ the Hilbertian space obtained by supplementing $M_{0}(k)$ in the norm generated by scalar multiplication

$$
\begin{equation*}
(v, \vartheta)_{M}=\int_{-\pi / k}^{\pi / k} \int_{1}^{a} r^{3}\left(\frac{\partial v}{\partial r} \frac{\partial \hat{v}}{\partial r}+\frac{\partial v}{\partial x} \frac{\partial \vartheta}{\partial x}\right) d x d r \tag{2.2}
\end{equation*}
$$

Lemma 2.1. Norms defined by (2.1) and (2.2) in spaces $H(k), M(k)$ are equivalent to the usual norms $W_{2}{ }^{\frac{1}{2}}$ and $W_{2}{ }^{3}$.

Lemma 2.2 . Norm (2.2) is equivalent to norm

$$
\|v\|_{M_{1}}^{2}=\int_{-\pi / k}^{\pi / k} \int_{1}^{a} r\left[\left(\frac{\partial r^{2} v}{\partial r}\right)^{2}+\left(\frac{\partial r^{2} v}{\partial x}\right)^{2}\right] d x d r
$$

We shall indicate the path for providing Lemma 2.1. For function from $H_{0}$ we have

$$
\begin{equation*}
\iint \frac{1}{r^{3}} \frac{\partial}{\partial r}\left(r^{3} \frac{\partial \psi}{\partial r}\right) d x d r=\iint r^{3}\left(\frac{\partial^{2} \psi}{\partial r^{2}}\right)^{2} d x d r+3 \int r\left(\frac{\partial \psi}{\partial r}\right)^{2} d x d r \tag{2.3}
\end{equation*}
$$

For odd functions $\psi(r, 0)=0$. Therefore

$$
\psi(r, x)=\int_{0}^{x} \frac{\partial \psi(r, t)}{\partial t} d t
$$

which yields

Similarly,

$$
\begin{gather*}
\iint|\psi|^{2} d x d r \leqslant \iint_{0}^{x}\left|\frac{\partial \psi}{\partial t}\right|^{2} d t d x d r \leqslant \pi k^{-1} \iint\left(\frac{\partial \psi}{\partial x}\right)^{2} d x d r  \tag{2.4}\\
\iint\left(\frac{\partial \psi}{\partial x}\right)^{2} d x d r \leqslant C \iint\left(\frac{\partial^{2} \psi}{\partial x \partial r}\right)^{2} d x d r \tag{2.5}
\end{gather*}
$$

Equality (2.3) with inequalities (2.4) and (2.5) make it possible to evaluate $\|\psi\|_{H}$ by means of $\|\psi\|_{W_{2}^{2}}$, and vice versa.

The proof of Lemma 2.2 is similar.

As the generalized solution of (1.3) we shall consider the pelr. . © fulfilling the integral identities

$$
\begin{align*}
&(\psi, \varphi)_{H}=-\lambda \alpha \iint_{0}^{0} u v \frac{\partial}{\partial x} r^{2} \varphi d x d r-\int \frac{1}{r^{3}} \Lambda \psi \frac{\partial\left(r^{2} \psi, r^{2} \varphi\right)}{\partial(x, r)} d x d r-\iint^{2} \frac{\partial}{\partial x} r^{2} \varphi d x d r \\
&(v, \vartheta)_{M}=\iint^{2} \psi \frac{\partial v}{\partial r} d x d r \quad \iint_{0}^{2} r^{2} v \frac{\partial\left(r^{2} \psi, \vartheta\right)}{\partial(x, r)} d x d r, \quad \varphi \in H, \vartheta \in M \tag{2.6}
\end{align*}
$$

Lemma 2.3. Solution (2.3), (2.4) is the ciavielcal solution of problem (1.3).

As the classical solution of problem (1.3) we understand the pair of functions $\$ v$ which have continuous second (respectively first) derivatives in the closed space $\Omega$, and also fourth (respectively second) continuous derivatives in $\Omega$, and satisfying boundary conditions and Equations (1.3).

Proof of Lemma 2.3 is given in [ 4 and 5].
3. Each of the right-hand terms of system (2.3), (2.4) represents a ineor limited functional with respect to $\varphi \in H(\vartheta \in M)$ when $\psi \in H, v \in M$. Consequently, in accordance with the theorem of the generalized form of the functional, we have in the Hilbertian space such $K_{1} u v, K_{1} v^{2}, K_{2} \psi, T \psi, U v$, so that
$(\psi, \varphi)_{I I}=\lambda \alpha\left(K_{1} u v, \varphi\right)_{H}+\left(K_{1} v^{2}, \varphi\right)_{H}+\left(K_{2} \psi, \varphi\right)_{H}, \quad(v, \vartheta)_{M}=(T \psi, \vartheta)_{M}+(U v, \vartheta)_{M}$
Therefore, system (1.3) is equivalent to the system of operator equations

$$
\begin{gather*}
\psi=\lambda \alpha K_{1} u v+K_{1} v^{2}+K_{2} \psi  \tag{3.1}\\
v=T \psi+U v \tag{3.2}
\end{gather*}
$$

Lemma 3.1 . The operators at the right-hand sides of Equations (3.1) and (3.2) are fully continuous.

We shall prove this for the $H_{2}$ operator. By definition

$$
\begin{equation*}
\left(K_{2} \psi, \varphi\right)_{H}=-\iint \frac{1}{r^{3}} \Lambda \psi \frac{\partial}{\partial x} r^{2} \psi \frac{\partial}{\partial r} r^{2} \varphi d x d r+\iint \frac{1}{r^{3}} \Lambda \Psi \frac{\partial}{\partial r} r^{2} \psi \frac{\partial}{\partial x} r^{2} \varphi d x d r \tag{3.3}
\end{equation*}
$$

We evaluate the first term of (3.3). In accordance with Helder's inequal1ty we have

$$
\left|\iint_{0} \frac{1}{r^{3}} \Lambda \psi \frac{\partial}{\partial x} r^{2} \psi \frac{\partial}{\partial r} r^{2} \varphi d x d r\right| \leqslant\|\psi\|_{H}\left\|\frac{\partial \psi}{\partial x}\right\|_{L_{i}}\|\varphi\|_{W_{4}}
$$

The second term is evaluated in the same manner.
Substituting $K_{2} \psi$ for $\varphi$ and inserting $W_{2}{ }^{2}$ into $W_{4}{ }^{1}$, we obtain

$$
\begin{equation*}
\left\|K_{2} \psi\right\|_{H} \leqslant C\|\psi\|_{H}\|\psi\|_{W_{1}}{ }^{\mathbf{1}} \tag{3.4}
\end{equation*}
$$

From this follows the boundedness. The continuity is proved in a similar manner, while from the complete continuity of the insertion of $W_{2}{ }^{2}$ into $W_{4}$ follows the complete continuity of $K_{2}$.

We shall consider the homogeneous equation corresponding to (3.2)

$$
\begin{equation*}
v-U v=0 \tag{3.5}
\end{equation*}
$$

It has only a trivial solution $v=0$.
This is proved by scalar multiplication of (3.4) by $r^{2} v$ and integration by part
$\left(v, r^{2} v\right)_{M}+\iint_{e} r^{2} v \frac{\partial\left(r^{2} \psi, r^{\prime v} v\right)}{\partial(x, r)} d x d r=\left(v, r^{2} v\right)_{M}=\iint_{0} r\left[\left(\frac{\partial r^{2} v}{\partial r}\right)^{2}+\left(\frac{\partial r^{2} v}{\partial x}\right)^{2}\right] d x d r=0$
By virtue of Lerma 2.2 we have $v=0$.
It follows from Fredholm's theorem that (3.2) can be solved for any $\psi \in H$, and consequently (3.2) defines operator

$$
\begin{equation*}
v=A \psi \tag{3.6}
\end{equation*}
$$

We shall prove that $A$ is a fully continuous operator, acting from $H$ in . For this we carry out scalar multiplication of (3.5) by $r^{2} v$. As
previously we make use of Lemma 2.2, and obtain

$$
\|v\|_{M} \leqslant C \iint_{1} r^{3} \psi \frac{\partial}{\partial x} r^{2} v d x d r \leqslant C_{1}\|\psi\|_{L}\|v\|_{M} ; \quad \text { or }\|v\|_{M} \leqslant C_{1}\|\psi\|_{L}, \quad v=A \psi \quad(3.7)
$$

In view of the complete continuity of insertion of $W_{2}{ }^{2}$ in $L_{2}[6$ and 7$]$
it follows from here that operator $A$ is completely continuous.
Lemma 3.2 . We have the evaluation as follows $\|A \psi-T \psi\| M \leqslant C\|\psi\|_{H^{2}}$. By multiplying the two parts by $\Phi$ we have from (3.2)

$$
(v-T \psi, \Phi)_{M}=\iint r^{2} v \frac{\partial\left(r^{2} \psi, \Phi\right)}{\partial(x, r)} d x d r \leqslant C\|v\|_{M}\|\psi\|_{H}\|\Phi\|_{M}
$$

assuming $v=A \psi, \Phi=A \psi-T \psi$ and taking into account (3.7) we obtain the proof of this Lemma.
4. By substituting into (3.1) the expression (3.6) for $v$, we reduce the solution of problem (1.3) to the solution of the operator equation

$$
\begin{equation*}
\psi=\lambda a K_{1} u A \psi+K_{1}(A \psi)^{2}+K_{2} \psi \equiv K(\psi, \lambda) \tag{4.1}
\end{equation*}
$$

Similarly, the linear system (1.4) becomes

$$
\begin{equation*}
\psi=\lambda \alpha K_{1} u T \psi \tag{4.2}
\end{equation*}
$$

The right-hand side of (4.2) is the Freche differential of the right-hand side of (4.1). This statement follows immediately from the linearity of the operator $K_{1}$, Lemma 3.2 and evaluations (3.4) and (3.7).

We shall now use the bifurcation theory of nonlinear operator equations [8] for finding solutions of (1.3) different from those of (1.1).

The real number $\lambda_{1}$ is called the bifurcation point of operator $K$, if for any $\varepsilon, \delta>0$ the operator $K$ characteristic number $\lambda$ is such that $\left|\lambda-\lambda_{1}\right|<\epsilon$, and that (4.1) has at least one eigenfunction $\left\|\|_{H}<\delta\right.$.

It follows from Krasnosel'skil's investigations [8] that the bifurcation points of operator $K$ can only be the characteristic numbers of its Freche differential (1.4).

If $\lambda_{1}$ is the prime characteristic number of problem (1.4), then it is the bifurcation point of operator $K$, and there is a continuous branch of operator $K$ eigenvectors corresponding to this bifurcation point.
5. In the physical sense, parameter $\lambda=4 R^{2}$ is real and positive, therefore the bifurcation points of system (1.3) can only be the points of system (1.4) spectrum along the real axis. We shall 11 mit our analysis to a unidirectional rotation of cylinders $(u>0)$. There are two cases, namely $a^{2} \omega<1$, and $a^{2} \omega>1$.

Multiplying Equations (1.4) by $\quad$ and $\lambda_{\alpha u r^{-1}}$ respectively, integratinc with respect to $r$ and $x$, and taking into consideration boundary conditions and periodicity, it is not difficult to arrive at

$$
\lambda=\left\{\int_{1}^{a} \int_{0}^{2 \pi k^{-1}} \frac{1}{r^{3}}(\Lambda \psi)^{2} d x d r\right\}\left\{-\int_{i}^{a} \int_{0}^{2 \pi k^{-1}} \alpha^{2} r^{-1}\left(1+\frac{\beta}{r^{2}}\right)\left[\left(\frac{\partial v}{\partial x}\right)^{2}+\left(\frac{\partial v}{\partial r}\right)^{2}\right] d x d r\right\}^{-1}
$$

It follows from this that for $1+\beta / r^{2}>0$ (or $a^{2} w>1$ ) the eigen numbers are negative. In this case there are no bifurcation points in the system (1.3), and it would appear that (1.1) is the only stationary solution of Equations (1.3) of the periodic function type. This corresponds to the results obtained by synge [9] as regards the steady flow stability (1.1) for $a^{2} \omega>1$.

We shall demonstrate that for $a^{2} \omega<1$ (or $\alpha u>0$ ) all elgen numbers of $\binom{1.3)}{1.3}$. are bifurcation points of nonlinear equations of steady state motion

We shall apply to (1.4) the Fourier transformation with finite limits [10]. This is formally equivalent to the substitution into (1.4) of Fourier sine and cosine series expansions of and $v$, respectively

$$
\psi \sim \Sigma \psi_{n}(r) \sin n k x, v \sim \Sigma v_{n}(r) \cos n k x
$$

For the determination of the Fourier coefficients we have a system of equations consisting of pairs as follows:

$$
\begin{gather*}
\Lambda_{1} \frac{1}{r^{3}} \Lambda_{1} \psi_{n}=\lambda n k \alpha r^{3} u v_{n}, \quad-\Lambda_{1} v_{n}=k n r^{3} \psi_{n}, \quad v_{n}=\psi_{n}=\psi_{n}^{\prime}=0 \quad \text { for } r=1 \\
\left(\Lambda_{\mathbf{1}}=\frac{d}{d r} r^{3} \frac{d}{d r}+r^{3} k^{2} n^{2}\right) \quad(n=1,2, \ldots) \tag{5.1}
\end{gather*}
$$

Equation $\Lambda_{1} z=0$ has a positive solution $z=I_{1}(k r) / r$ where $I_{1}$ is the Bessel function of a purely imaginary argument [11]. By substituting variables

$$
\psi_{n}=z \varphi, \quad v_{n}=t_{0}^{2} k z \hat{\vartheta}, \quad t=t_{0}-1 \int_{i}^{r} \frac{d r}{r^{3} z^{2}}, \quad r^{6} z^{4}=J^{-1}(t), \quad t_{0}=\int_{i}^{a} \frac{d r}{r^{3} z^{2}}
$$

we obtain system (5.1) in the form

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} J \frac{d^{2} \varphi}{d t^{2}}=\lambda^{2}(J r)^{-1} \alpha u \vartheta, \quad-\frac{d^{2} \varphi}{d t^{2}}=J^{-1} \varphi, \quad v=\varphi=\varphi^{\prime}=0 \quad \text { for } \quad t=0,1 \tag{5.2}
\end{equation*}
$$

Operators at the left-hand side of (5-2) have been thoroughly studied in connection with stability problems of the string and rod rigidiy fixed at their ends [12]. We shall reduce (5.2) with the aid of Green's functions to the integral equation

$$
\begin{equation*}
\varphi(t)=\lambda \int_{0}^{1} S(t, \sigma) \varphi(\sigma) d \sigma \tag{5.3}
\end{equation*}
$$

with a positive kernel for $a^{2} w<1$ (or $\alpha u>0$ )

$$
S(t, \sigma)=\int_{0}^{1}(r J)^{-1} \alpha u G_{\varphi}(t, s) G_{\theta}(s, \sigma) J^{-1}(\sigma) d s \quad(S(t, \sigma)>0)
$$

Green's functions $G_{\varphi}$ and $G_{\theta}$ are continuous, symmetric and oscillatory functions [12].

It is easy to prove that kernel $s(t, 0)$ is oscillatory For this it is necessary to check whether the following properties are fulfilled (notations are those used in [12]

$$
\begin{array}{ll}
S\binom{t_{1} \ldots t_{n}}{\sigma_{1} \ldots \sigma_{n}} \geqslant 0 & \left(\begin{array}{l}
0<t_{1}<\ldots<t_{n}<1, \\
0<\sigma_{1}<\ldots<\sigma_{n}<1,
\end{array}\right. \\
S\binom{t_{1} \ldots t_{n}}{t_{1} \ldots t_{n}}>0 & \left(0<t_{1}<\ldots<t_{n}<1, \quad n=1,2 \ldots\right) \tag{2}
\end{array}
$$

The first property easily follows from the Bigne-Cauchy formula for matrix construction, after substitution of integral by sumnation. We shall prove the second property. We substitute integrel by summation dividing the interval $(0,1)$ into $m$ equal parts and we obtain

$$
\begin{aligned}
& S\binom{t_{1} \ldots t_{n}}{t_{1} \ldots t_{n}}=\lim _{m \rightarrow \infty} \frac{1}{m^{n}} \operatorname{det}\left\{\left\|\dot{g}\left(s_{j}\right) G_{\Phi}\left(t_{i}, s_{j}\right)\right\|\left\|J^{-1}\left(t_{i}\right) G_{\theta}\left(s_{j}, t_{i}\right)\right\|\right\} \\
& \left(i=1, \ldots, n ; j=1, \ldots, m ; m>n ; g(t)=\alpha r^{-1}(t) J^{-1}(t) u(t)\right)
\end{aligned}
$$

The Bigne Cauchy formula states that the determinant of product of matrices is equal to the sum of products of multiplication of corresponding minors of the multiplied matrices

$$
\begin{align*}
S\binom{t_{1} \ldots t_{n}}{t_{1} \ldots t_{n}} & =\lim _{m \rightarrow \infty} \frac{1}{m^{n}} \Sigma g\left(s_{i_{1}}\right) \ldots g\left(s_{i_{n}}\right) G_{\varphi}\binom{t_{1} \ldots t_{n}}{s_{i_{1}} \ldots s_{i_{n}}} \times  \tag{5.4}\\
& \times G_{\theta}\binom{s_{i_{1}} \ldots s_{i_{n}}}{t_{1} \ldots t_{n}} J^{-1}\left(t_{1}\right) \ldots J^{-1}\left(t_{n}\right)
\end{align*}
$$

For any arbitrary oscillatory function determinants

$$
\begin{equation*}
G\binom{t_{1} \ldots t_{n}}{s_{1} \ldots s_{n}}>0 \quad \text { for } \quad 0<t_{1}, s_{1}<\ldots<t_{n}, s_{n}<1 \tag{5.5}
\end{equation*}
$$

The remaining determinants of the right-hand side of ( 5.4 ) are nonnegative.
We encircle each $t_{i}$ by an interval of length $l<\min \left(t_{1+1}-t_{i}\right)$. In each of these there will te $2 m l-2$ points $s_{1}$ which satisfy condition (5.5). The number of determinants in the right-hand side of (5.4) whili are not zeros will then be $z(m i-2)^{\text {a }}$. Thus,

$$
\left.\begin{array}{c}
S\binom{t_{1} \ldots t_{n}}{t_{1} \ldots t_{n}} \geqslant \inf \left(g J^{-1}\right)^{n} \lim _{m \rightarrow \infty} \frac{1}{m^{n}}(m l-2)^{n} \inf G_{\varphi}\left(\begin{array}{c}
t_{1} \ldots
\end{array} \ldots t_{n}\right. \\
s_{1} \ldots
\end{array}\right) s_{n}, ~\binom{t_{1} \ldots t_{n}}{s_{1} \ldots}=
$$

where the exact lower limit is taken with respect to all $s_{1}$ pertaining to the aforementioned intervals. (Because of the continuity of $G_{\phi}$ and $G_{\theta}$ this is reached vith some of $\varepsilon_{1}$ which satisfy condition (5.5)).

Integral equation (5.3), as an equation having an oscillatory kernel, has positive and prime eigen numbers

$$
0<\lambda_{1}(n k)<\ldots<\lambda_{s}(n k) \rightarrow \infty
$$

Each eigen number $\lambda=\lambda_{1}(n \pi)$ of some of the pairs of Equations (5.1) will be an eigen number of (1.4) with its eigenfunction $\psi=\psi_{n s}(r) \sin n k x ;$ $v=v_{n s}(r) \cos n k x$. It will be a prime eigen number of ( 1.4 ) in $H(k), N(k)$ and, therefore a point of bifurcation of (1.3) in $H(k), N(k)$, provided there is no $\lambda_{p}(m k)=\lambda_{0}(n k)$, otherwise it will be a multiple efgen number (*) of aystem ( 1.4 ) in $H(k), M(k)$ (without loss of generality, it can be assumed that $m_{i}>n_{\text {) }}$. There wili be no associated eigenvectors in system (1.4), as the assumption of their existence leads to the conclusion that such vectors also exist in system (5.1), which is not possible. There may exist a certain number of such $m$, but their number is finite, because due to the complete continuity of operator $I$ in (4.2) each eisen number of (1.4) is of finite multiplicity. This efgen number will, however, be a prime number for (1.4) and, consequently, a bifurcation point for ( 1.3 ) in $H\left(m^{*} k\right), N\left(m^{*} k\right)$, where $m *$ is the largest of $m$.

We shall note certain properties [12] of the system (1.4) eigenfunctions. For this we introduce the necessary definitions. An individual null, or a continuous null interval $\psi(r)$ is called the null area of function $(r)$. This null area is called the nodal area, if function $(r)$ changes its sign when passing through it.

1. The first of the eigenfunctions ${ }_{i}(r), v_{11}(r)$ of system (5.1) do. not contain zeros within the interval ( $1, a$ ).
2. For any $s=1,2, \ldots$ the eigenfunctions have exactly $s-1$ nodal areas, and there are no other zeros in the interval ( $1, a$ ).
3. For any integer values of $\ell$ and $m(m \leq \ell)$ the linear combinations

$$
\sum_{s=l}^{m} c_{s} \psi_{n s}, \quad \sum_{s=l}^{m} b_{s} v_{n s} \quad\left(\sum_{s=l}^{m} c_{s}^{2}, \sum_{s=l}^{m} b_{s}^{2}>0\right)
$$

have not less than $s$ nodal areas and not more than $m$ null areas in the interval (1, a).
4. The nodal points of two adjacent fundamental functions $t_{1}(r)$ and $\psi_{n+1}(\dot{r}),\left(v_{n}\right.$, and $\left.v_{n i+1}\right)$ alternate.

[^0]Properties of the eigenfunctions $v_{n}$ follow from the integral equation for $v_{\mathrm{n}}$ similarly to (5.3).

Due to the smallness of the norm of solutions of the nonlinear system (1.3), solutions of the latter in the neighborhood of bifurcation points are approximated by solutions of the linear system (1.4), namely $\psi=\psi_{n}(r) \sin n i t$, $v$ - $v_{n, s}(r) \cos n k x$. The properties enumerated above indicate a complex fluid flow pattern, as was observed by Taylor in his experiments [2 and 3]. The streamlines of the perturbed flow follow toroidal surfaces contained between the cylinder walls. The number of such surfaces increases with the increase of $R$.
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